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In this research, we develop an adaptive synchronization technique for parameter matching with
chaotic persistent excitation (PE). Two Chua’s oscillators, identical in every parameter except for
one, are setup in a master/slave configuration where the slave’s mismatched parameter is adaptable.
Using Lyapunov functions and incorporating the presence of PE, adaptive control laws are designed
to ensure exact parameter matching. One of the derived adaptive controllers is experimentally
validated by using an adaptive inductor-gyrator composed of current feedback op-amps (CFOAs).
The experimental results are compared to high-fidelity SPICE simulations, and performance of the
adaptive controllers are compared over a wide range of parameters in MATLAB.
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Chapter 1

Introduction

Leon Chua is credited with developing one of the simplest to construct chaotic circuits [Matsumoto,

1984], which is now termed as the Chua’s circuit. The basic properties of chaotic systems, specifically,

sensitivity to initial conditions and dense topology, intuitively suggest that in the physical world a

chaotic system is too sensitive and its behavior is too complex to predict or match. Note that, in

non-chaotic systems such problems are frequently solved by using an array of tools from the stability

and control theory. Moreover, the experiment of Pecora and Carroll [1990] showed that we can not

only build chaotic systems but also go beyond intuition and work with chaos, for example, to cause

one chaotic system to mimic another chaotic system by using stability and control theory. Since

Pecora and Carroll [1990], synchronization of chaotic systems has received considerable attention

from the research community. Naturally, the works of Matsumoto [1984] and Pecora and Carroll

[1990] led to synchronization of two Chua’s circuits [Chua et al., 1992].

Synchronization of Chua’s oscillators along with parameter adaptation has been considered since

1996 [Chua et al., 1996; Kozlov et al., 1996; Parlitz and Kocarev, 1996; Wu et al., 1996]. For

example, Wu et al. [1996] used a Lyapunov-based approach to adapt parameters relating to the

Chua’s diode, while Chua et al. [1996] used an adaptive control technique introduced by Huberman

and Lumer [1990] and John and Amritkar [1994] to adapt mismatched parameters for the rest of

the circuit. These two papers complement one-another by collectively providing an adaptive control

scheme for every parameter in the Chua’s oscillator. Theoretical result of Wu et al. [1996] showed

asymptotic stability for the error dynamics of the states of the Chua’s oscillator but not for the

adaptive parameters. Despite this, the adaptive parameters were shown to asymptotically converge

in simulation results and it was conjectured that “parameters match when the dynamics are very

rich”[Wu et al., 1996]. These rich dynamics are commonly referred to as PE [Lian et al., 2002] and

we will employ this terminology later in the thesis. It is useful to note that Chua et al. [1996] and

[Wu et al., 1996] gave simple controllers that were later compared in Wu [2002].

Numerous other papers have considered adaptive synchronization control for Chua’s oscillators

including adaptive observer design [Fradkov and Markov, 1997; Frandkov et al., 2000; Lian et al.,

2002], parameter identification [Zhou et al., 2006], synchronization of different chaotic systems using

1



CHAPTER 1. INTRODUCTION 2

adaptive control [Femat et al., 2000; Wagg, 2002], adaptive backstepping [Ge and Wang, 2000; Haeri

and Khademian, 2006], and H∞ adaptive synchronization [Koofigar et al., 2011]. Many of these

works are theoretical in nature and are difficult to realize experimentally while others may not yield

exact parameter matching [Bowong et al., 2006]. To render adaptive parameter chaotic circuits

closer to physical realization Xiao and Cao [2009] have provided SPICE simulations and Jin et al.

[2012] have suggested circuit schematics.

Adaptive synchronization of Chua’s oscillators can be categorized in two parts, adapting the

control coupling between the two circuits [Chua et al., 1996; Lin et al., 2005; Liu and Chen, 2010;

Naseh and Haeri, 2005] and adapting one or more parameters of the Chua’s oscillators. Both adaptive

synchronization approaches have been digitally implemented for secure communication applications.

The first approach consisting of control coupling adaptation is used to account for changes in signal

strength [Xie et al., 2002; Zhu and Cui, 2010], while the second approach consisting of chaotic circuit

parameter adaptation introduces deliberate changes in the parameters as a way to send binary

messages as a “key”. Chua et al. [1996] have provided an experimental validation of synchronization

with adaptive control coupling where the entire system is realized using analog circuitry. To the

best of our knowledge, the present work is the first one to provide an experimental validation of

synchronization with adaptive parameter tuning for the Chua’s oscillator where the entire system

is realized using analog circuitry. Chaotic systems may be exploited in a variety of applications

including sensing [Brown et al., 1992], damage detection [Nichols et al., 2003; Dubey and Kapila,

2012], signal transmission [Corron and Hahs, 1997], etc. Other works related specifically to adaptive

control of chaotic systems geared towards physical implementation and practical applications include

Aida and Davis [1994]; Cohen et al. [2010], and Ravoori et al. [2009] for electro-optic applications

and Ge and Lin [2003] for electro-mechanical applications.

The focus of this research is to experimentally demonstrate adaptive synchronization with pa-

rameter matching. We use the Lyapunov function technique of Wu et al. [1996] to create parameter

update laws for parameters L̃ and C̃2 of Chua’s oscillator in Figure 2.1. The derived result for

tuning L̃ is realized with analog circuit components and L̃ is continuously updated by using a

voltage-controlled inductor-gyrator made up of CFOAs described in Chapter 4.

This thesis is organized as follows. In Chapter 2, we present the mathematical model used for

our master/slave Chua’s oscillator. Next, in Chapter 3, we provide adaptive control laws and show

proof of stability using Lyapunov functions. In Chapter 4, we provide physical realization of one of

the adaptive controller circuit and the inductor-gyrator circuit. In Chapter 5, we provide a series

of results including experimental results, SPICE simulations with ideal passive competent values,

SPICE simulations with tolerances in passive components values, and MATLAB simulations that

provide performance measures of the adaptive controllers over a wide span of L and C2. Finally, in

Chapter 6, we provide some concluding remarks.



Chapter 2

System Model

2.1 Chua’s Oscillator

In this research, adaptive controllers are designed to tune parameters of the Chua’s oscillator shown

in Figure 2.1. Various parameters of a Chua’s oscillator include L as a linear inductor, R and R0

as linear resistors, C1 and C2 as linear capacitors, and others that correspond to the Chua’s diode.

The state equations of the Chua’s oscillator are given by

dv1

dt
=

1

C1

(
G (v2 − v1)− g (v1)

)
, (2.1a)

dv2

dt
=

1

C2

(
G (v1 − v2) + iL

)
, (2.1b)

diL
dt

=
1

L
(−v2 −R0iL) , (2.1c)

where v1, v2, and iL are voltage across C1, voltage across C2, and current through L, respectively, and

G is the conductance of the resistor R (G , 1
R ). Furthermore g(·) is the nonlinear voltage-current

(v–i) characteristic of the Chua’s diode described by

g(vR) =





GbvR + (Gb −Ga)E1, if vR ≤ −E1

GavR, if |vR| < E1 ,

GbvR + (Ga −Gb)E1, if vR ≥ E1

(2.2)

where Ga, Gb, and E1 are known real constants that satisfy Gb < Ga < 0 and E1 > 0.

3



CHAPTER 2. SYSTEM MODEL 4

2.2 Master/slave System

The adaptive control framework of this research considers a unidirectional coupling between a master

Chua’s oscillator and a slave Chua’s oscillator. Specifically, the master Chua’s oscillator operates

autonomously whereas the slave Chua’s oscillator synchronizes its states to the states of the master

oscillator. A depiction of this configuration is displayed in Figure 2.1 where it is assumed that the

following parameters of the master and slave Chua’s oscillator are matched, R̃ = R, R̃0 = R0,

C̃1 = C1. The master Chua’s oscillator state equations are equivalent to (2.1) while the slave Chua’s

oscillator state equations are given by

dṽ1

dt
=

1

C1

(
G(ṽ2 − ṽ1)− g(ṽ1) +Gu1

(vu1
− ṽ1)

)
, (2.3a)

dṽ2

dt
=

1

C̃2

(
G (ṽ1 − ṽ2) + ĩL

)
, (2.3b)

d̃iL
dt

=
1

L̃
(−ṽ2 −R0ĩL), (2.3c)

where vu1
= v1 since it is the output of a voltage follower op-amp and Gu1

is the conductance of

the coupling resistor Ru1
in Figure 2.1 (Gu1

, 1
Ru1

). Note that C̃2 and L̃ are tunable parameters

for which we provide adaptive parameter update laws in Chapter 3.

Master Chua’s oscillator Slave Chua’s oscillator

R̃0

L̃

ĩL

ṽ2
R̃ ṽ1

+

−

ṽRC̃2 C̃1

Ru1

vu1
−

+

A1

R0

L

iL

v2
R v1

+

−

vRC2 C1

Figure 2.1: Master/slave Chua’s oscillator coupling.



Chapter 3

Adaptive Synchronization

Given two Chua’s oscillators with unidirectional coupling and one mismatched parameter, we design

an adaptive controller to synchronize the two oscillators and tune the slave oscillator’s parameter

to the master oscillator’s parameter. Using the ideal Chua’s oscillator model (2.1), two cases are

considered to tune either L̃ or C̃2.

3.1 Tuning L̃

In a master/slave configuration, the master Chua’s oscillator is described as in (2.1). For the slave

Chua’s oscillator, when capacitance C̃2 matches the master oscillator’s parameter C2 (C̃2 = C2) and

inductance L̃ is the tunable mismatched parameter, (2.3) specializes to

dṽ1

dt
=

1

C1

(
G (ṽ2 − ṽ1)− g (ṽ1) + u1

)
, (3.1a)

dṽ2

dt
=

1

C2

(
G (ṽ1 − ṽ2) + ĩL

)
, (3.1b)

d̃iL
dt

=
1

L̃

(
−ṽ2 −R0ĩL

)
, (3.1c)

where u1 , Gu1
(v1 − ṽ1).

Subtracting (2.1) from (3.1) produces the error dynamics

ėv1 =
1

C1

(
G (ev2 − ev1)− c (ṽ1, v1) ev1 + u1

)
, (3.2a)

ėv2 =
1

C2

(
G (ev1 − ev2) + eiL

)
, (3.2b)

ėiL =
1

L̃
(−ṽ2 −R0ĩL) +

1

L
(v2 +R0iL) , (3.2c)

5



CHAPTER 3. ADAPTIVE SYNCHRONIZATION 6

where ev1 , ṽ1 − v1, ev2 , ṽ2 − v2, and eiL , ĩL − iL are the error states. Moreover, it is easy to

show that g(ṽ1)−g(v1) = c(ṽ1, v1)ev1 where c(ṽ1, v1) is bounded by the constraints Ga ≤ c(ṽ1, v1) ≤
Gb < 0 [Hegazi et al., 2002].

Next, let the control law for u1 be characterized as

u1 = −Gu1
ev1 (3.3)

and let the parameter update law be given by

d

dt

(
1

L̃

)
= γeiL

(
ṽ2 +R0ĩL

)
, (3.4)

where γ is a positive constant.

Theorem 1. The two Chua’s oscillators (2.1) and (3.1) will synchronize and the parameter L̃ will

converge to some constant under the control law (3.3) and the parameter update law (3.4) if the

master system (2.1) remains on the trajectory of its chaotic attractor and Gu1 is chosen to satisfy

the following inequality

Gu1
>

1

2
G−Ga. (3.5)

Proof. Let eρ , 1

L̃
− 1

L , then the dynamics of eρ is

ėρ =
d

dt

(
1

L̃

)
, (3.6)

since L is constant. Consider a candidate Lyapunov function V adopted from Wu et al. [1996]

V (ev1 , ev2 , eiL , eρ) =
C1

4
e2
v1 +

C2

2
e2
v2 +

L

2
e2
iL +

L

2γ
e2
ρ. (3.7)

Note that V is a positive definite function. Moreover, by computing the time derivative of V we

obtain

V̇ (ev1 , ev2 , eiL , eρ) =
C1

2
ev1 ėv1 + C2ev2 ėv2 + LeiL ėiL +

L

γ
eρėρ. (3.8)

Substituting (3.2) into (3.8) produces

V̇ (ev1 , ev2 , eiL , eρ) =
ev1
2

(
G (ev2 − ev1)− c(ṽ1, v1)ev1 + u1

)
+ ev2

(
G (ev1 − ev2) + eiL

)

+ LeiL

(
− 1

L̃

(
ṽ2 +R0ĩL

)
+

1

L
(v2 +R0iL)

)
+
L

γ
eρėρ.

(3.9)

Next, by adding and subtracting eiL(ṽ2 + R0ĩL) to (3.9) and simplifying the resulting equation



CHAPTER 3. ADAPTIVE SYNCHRONIZATION 7

yields

V̇ (ev1 , ev2 , eiL , eρ) =−
(
G

2
+
c(ṽ1, v1)

2

)
e2
v1 −Ge2

v2 −R0e
2
iL +

3

2
Gev1ev2

+
ev1u1

2
+ eρL

(
1

γ
ėρ − eiL

(
ṽ2 +R0ĩL

))
.

(3.10)

By substituting the control law (3.3) and the parameter update law (3.4), we can show that

V̇ (ev1 , ev2 , eiL , eρ) =−
(
G+ c(ṽ1, v1) +Gu1

2

)
e2
v1 −Ge2

v2 −R0e
2
iL +

3

2
Gev1ev2 . (3.11)

Moreover, by using the bound for c(ṽ1, v2), we now obtain

V̇ (ev1 , ev2 , eiL , eρ) ≤−
(
G+Ga +Gu1

2

)
e2
v1 −Ge2

v2 −R0e
2
iL +

3

2
Gev1ev2 . (3.12)

Next, by defining the notation e , [ev1 ev2 eiL eρ]
T we can rewrite (3.12) as V̇ (ev1 , ev2 , eiL , eρ) ≤

−eTPe where

P ,




1
2 (G+Ga +Gu1

) − 3
4G 0 0

− 3
4G G 0 0

0 0 R0 0

0 0 0 0



. (3.13)

Note that matrix P is positive-semidefinite if Gu1
> max(−3G − Ga, 1

8G − Ga), which is au-

tomatically satisfied due to (3.5). Next, after substituting (3.3) into (3.2), adding and subtracting
1

L̃
(v2 + R0iL) to and from (3.2c), and manipulating the resulting equations, we can represent the

error dynamics as follows

ėv1 =
1

C1

(
G (ev2 − ev1)− c(ṽ1, v1)ev1 −Gu1ev1

)
,

ėv2 =
1

C2

(
G (ev1 − ev2) + eiL

)
,

ėiL = −eρ (v2 +R0iL) +
1

L̃
(−ev2 −R0eiL) .

(3.14)

It now follows that e = 0 is an equilibrium point of (3.6) and (3.14). Since V is a positive and

decrescent function and V̇ is negative semidefinite, it follows that the equilibrium point (e = 0) of

the system (3.6) and (3.14) is uniformly stable, i.e., ev1(t), ev2(t), eiL(t), and eρ(t) ∈ L∞.

Next, by using the inequality pq < 1
2p

2 + 1
2q

2, we can show that

V̇ <−
(
G+Ga +Gu1

2

)
e2
v1 −Ge2

v2 −R0e
2
iL +

3

4
Ge2

v1 +
3

4
Ge2

v2 , (3.15)
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which simplifies to

V̇ <−
(
−1

4
G+

1

2
Ga +

1

2
Gu1

)
e2
v1 −

1

4
Ge2

v2 −R0e
2
iL . (3.16)

From (3.5) and (3.16) we know that e2
v1(t), e2

v2(t), e2
iL

(t) are integrable with respect to time, i.e.,

ev1(t), ev2(t), eiL(t) ∈ L2 (note that eρ may or may not be in L2).

Note that if the master oscillator (2.1) remains on its chaotic trajectory, the states of the master

system are bounded. In this case, v2, iL ∈ L∞ and it follows from (3.14) that ėv1(t), ėv2(t), ėiL(t) ∈
L∞. Next, by Barbalat’s lemma, for any initial condition ev1(t), ev2(t), eiL(t) → 0 as t → ∞. This

implies that Chua systems (2.1) and (3.1) will synchronize.

Remark 1. Note that the results of Theorem 1 are also applicable if the Chua’s oscillator is on

a periodic trajectory. As long as the attractor of the Chuas oscillator is bounded, the results of

Theorem 1 hold.

Remark 2. When the trajectories of (2.1) are driven on a chaotic attractor, its states will satisfy

the qualities of PE as discussed in Lian et al. [2002]; Narendra and Annaswamy [2005]; and Sastry

and Bodson [2011] and L̃(t)→ L(t) as t→∞. Further evidence of L̃(t)→ L(t) as t→∞ is provided

via simulation and experimental results in the sequel.

Remark 3. Equation (3.16) illustrates the importance of parameter R0 to ensure that eiL ∈ L2. In

literature dealing with experimental implementation of Chua’s oscillator, R0 is usually considered

as a parasitic resistance and is often ignored [Chua, 1994; Kilic, 2010]. In this work, we deliberately

include R0 to achieve our formal stability result.

3.2 Tuning C2

In a similar manner as in the Chapter 3.1, the master Chua’s oscillator is described in (2.1). For

the slave Chua’s oscillator, when inductance L̃ matches the master oscillator’s parameter L (L̃ = L)

and capacitance C̃ is the tunable mismatched parameter, (2.3) specializes to

dṽ1

dt
=

1

C1

(
G (ṽ2 − ṽ1)− g(ṽ1) + u1

)
, (3.17a)

dṽ2

dt
=

1

C̃2

(
G (ṽ1 − ṽ2) + ĩL

)
, (3.17b)

d̃iL
dt

=
1

L

(
−ṽ2 −R0ĩL

)
. (3.17c)
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Subtracting (2.1) from (3.17) produces, the error dynamics

ėv1 =
1

C1

(
G (ev2 − ev1)− c(ṽ1, v1)ev1 + u1

)
, (3.18a)

ėv2 =
1

C̃2

(
G (ṽ1 − ṽ2) + ĩL

)
− 1

C2

(
G (v1 − v2) + iL

)
, (3.18b)

ėiL =
1

L
(−ev2 −R0eiL) . (3.18c)

Next, let the control law for u1 be characterized as in (3.3) and let the parameter update law be

given by

d

dt

(
1

C̃2

)
= −ηev2

(
G (ṽ1 − ṽ2) + ĩL

)
, (3.19)

where η is a positive constant.

Theorem 2. The two Chua’s oscillators (2.1) and (3.17) will synchronize and the parameter C̃2

will converge to some constant under the control law (3.3) and the parameter update law (3.19) if the

master system (2.1) remains on the trajectory of its chaotic attractor and Gu1 is chosen to satisfy

(3.5).

Proof. Theorem 2 can be proved in a similar manner as Theorem 1 using the following candidate

Lyapunov function

V (ev1 , ev2 , eiL , eπ) =
C1

4
e2
v1 +

C2

2
e2
v2 +

L

2
e2
iL +

C2

2η
e2
π, (3.20)

where eπ ,
1

C̃2

− 1

C2
.



Chapter 4

Tuning L̃ Implementation

Over the years, several variations of the Chua’s oscillators have been developed [Kilic, 2010]. Simi-

larly, master/slave coupling between two Chua’s oscillators for state v1 (and v2) is easily achievable

with just one resistor and one op-amp (Figure 2.1). However, measuring and controlling the state

iL is not as trivial. Therefore variations of inductorless implementations of Chua’s oscillators have

been developed [Kilic, 2010]. This research implements the adaptive controller presented in Section

3.1 which tunes the parameter L̃ to L. This section describes the circuitry required for this task and

it includes i) an inductorless implementation of Chua’s oscillator using an inductor-gyrator and ii)

a physical realization of the adaptive parameter update law for L̃.

4.1 Inductor-Gyrator

To achieve adaptive control of master/slave Chua’s oscillators with the tuning of the parameter L̃,

we begin by recognizing that the parameter update law (3.4) is the rate of change for the reciprocal

of the inductance (L̃) and it requires the measurement of iL, ĩL and ṽ2. The use of CFOAs has led

to Chua’s oscillator implementations with access to iL measurements [Kilic, 2010]. Each CFOA is a

four port device in which the voltages on and currents through the various input-output terminals

satisfy the following characteristics [Soliman, 1996]

iy = 0, vx = vy, iz = ix, and vw = vz, (4.1)

where the convention for curent direction is shown in Figure 4.1(a). A grounded voltage-controlled

impedance gyrator was suggested by Senani et al. [2009] using CFOAs and a JFET transistor

(Figure 4.1(b)). Using (4.1) the impedance of the gyrator in Figure 4.1(b) can be shown to be

Za =
R1R3

Z2Z4
× rDS(Vc), (4.2)

10
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CFOA 

(a)

1 

3 

4 

3 

4 

A 

1 

(b) (c)

Figure 4.1: (a) Current direction convention for the CFOA, (b) grounded version of the gyrator
schematic from [Senani et al., 2009], and (c) modified version with a reciprocal rDS relationship to
impedance.

where rDS(·) represents the JFET drain-source resistance that is controlled by voltage, Vc, see Senani

et al. [2009] for details.

In this research, we adapt from the work of Senani et al. [2009] to implement an inductor-gyrator

for Chua’s oscillator. To enforce rDS(·) to have a reciprocal relationship to the total impedance, we

modify the circuit of Figure 4.1(b) to that in Figure 4.1(c) which consists of swapping Z2 and rDS(·)
with one-another. The circuit modification is explicitly highlighted in box A of Figure 4.1(c). The

schematics in Figure 4.1 are drawn analogous to Senani et al. [2009] for easy comparison. As seen

in the sequel, this approach will enable us to implement an adaptive parameter update law for the

reciprocal of L̃ in (3.4). It can be shown that the modified gyrator in Figure 4.1(c) has an impedance

represented by

Zam =
R1mR3mZ2m

Z4m
× 1

rDSm(Vc)
(4.3)

Since the modified gyrator of Figure 4.1(c) is intended to be used as a voltage-controlled inductor,

we choose R1m, R3m, Z2m to be linear resistors (Z2m = R2m) and Z4m to be a linear capacitor

C (Z4m = 1
Cs ) in the modified gyrator of Figure 4.1(c). Now the impedance of the circuit of

Figure 4.1(c) can be shown to be

Zam(s) =
R1mR2mR3mCs

rDSm(Vc)
, (4.4)

where s denotes the usual Laplace variable. Furthermore, we can derive the characteristic differential
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equation for the circuit of Figure 4.1(c) to be

diam
dt

=
rDSm(Vc)

R1mR2mR3mC
vam, (4.5)

which can also be obtained by using the voltage-current relationships of (4.1) applied to the circuit

of Figure 4.1(c). The current going into the modified gyrator (iam) is obtained by using the voltage

measured at the node Q since

VQ = −iamR1m. (4.6)

The modified gyrator of Figure 4.1(c) replaces the inductor L̃ in Figure 2.1. Analogously a

modified gyrator similar to Figure 4.1(c) replaces the inductor L in Figure 2.1 but in this case the

JFET is replaced by a known fixed resistor, RDS , see Figure 4.2 for further details. By applying

Master

−

+

TL082 −

+

TL082

R1

R2
R3 R6

R5

R4

Chua Diode

PCB

C1

R

C2

v1v2

−

+

Z
AD844

−

+

Z
AD844

−

+Z
AD844

R0

C

R1m

R3m

R2m

RDS

Q

Inductor Gyrator

Slave

−

+

TL082 −

+

TL082

R̃1

R̃2R̃3 R̃6

R̃5

R̃4

Chua Diode

C̃1

R̃

C̃2

ṽ1ṽ2

PCB

−

+

Z
AD844

−

+

Z
AD844

−

+Z
AD844

R̃0

C̃

R̃1m

R̃3m

R̃2m

r̃om1

Vc

r̃om2

TR

Q̃

Adaptive Inductor Gyrator

−

+
TL082

Ru1

Master/Slave Coupling

Parameter
Update
Lawṽ2

VQ

ṼQ

Figure 4.2: Schematic of master/slave Chua’s oscillator as constructed in the experiment.
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(4.4) and (4.6) for the modified gyrators used in Figure 4.2, we obtain the following

VQ = iLR1m, (4.7)

ṼQ = ĩLR̃1m, (4.8)

L =
R1mR2mR3mC

RDS
, (4.9)

L̃ =
R̃1mR̃2mR̃3mC̃

r̃DSm(Vc)
. (4.10)

Note that, alternative voltage-controlled-parameter circuits have also been used for the Chua’s

oscillator for various applications [Cruz and Chua, 1993; Mayer-Kress et al., 1993; Rodriguez-Vazquez

and Delgado-Restituto, 1993; Zhong et al., 1994].

Remark 4. For the physical realization of the Chua’s circuit requiring adaptation of C̃2 as in Section

3.2, a modified version the voltage-controlled capacitor-gyrator from Senani [1998] can be used.

4.2 L̃ Parameter Update

The parameter update law (3.4) is implemented by using an analog multiplier, an AD633, a signal

integration circuit, a reset switch, and a standard op-amp based voltage conditioning circuitry, as

depicted in Figure 4.3.

−

+
TL082

CI

SW1

RI

Vc
AD633

X1

X2

Y 1
Y 2

Z W

ṼQ

VQ

ṽ2

−9V

RZ1 RZ2

−

+
TL082

Rf

Ri

−

+
TL082

Parameter Update Law

Figure 4.3: Physical realization of L̃ parameter update law. RZ2 is tuned manually to cancel AD633
DC offset.
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The AD633 has the ideal input-output relationship

W =
(X1 −X2)(Y1 − Y2)

10
+ Z. (4.11)

For the purposes of repeatability of our adaptive synchronization experiment, it is important to

note that the intrinsic DC offset of the AD633’s output W is canceled by manually tuning the

potentiometer RZ2. This is done prior to initiating adaptation. The integrator’s initial conditions

are reset to zero using the switch SW1. Knowing (4.11) and using Figure 4.3, it follows that the

expression for Vc in terms of iL, ĩL, and ṽ2 is

Vc = − 1

RICI

∫ [
(R̃1mĩL −R1miL)(ṽ2 + ĩLR̃1m

Rf

Ri
)

10
+ V633off + Z

]
dt, (4.12)

where V633off is the DC offset of the AD633 output which is canceled with Z. Note that in our

experiments V633off is found to be positive. If V633off happens to be negative, the supply voltage for

voltage divider producing Z can be made +9V. In an ideal case, we can assume that

R̃1m = R1m, (4.13)

Z = −V633off , (4.14)

R̃1m
Rf
Ri

= R0, (4.15)

r̃DSm = −aVc + c, where a > 0 and c > 0. (4.16)

Equation (4.16) is an approximation from the empirical results of Nay and Budak [1983].

By inverting (4.10), substituting for r̃DSm using (4.16), and using (4.12)–(4.15), we obtain the

following

1

L̃
=

a

R̃2mR̃3mC̃
× 1

10RICI

∫
eiL(ṽ2 + ĩLR0)dt+

c

R̃1mR̃2mR̃3mC̃
. (4.17)

Next, taking the derivative of (4.17) with respect to time yields

d

dt

(
1

L̃

)
=

a

10R̃2mR̃3mC̃RICI
eiL(ṽ2 + ĩLR0), (4.18)

confirming that the schematic in Figure 4.3 implements the parameter update law (3.4) and that

γ =
a

10R̃2mR̃3mC̃RICI
. (4.19)
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4.3 Experimental Setup

Figures 4.2 and 4.3 contain the complete circuit schematics that are used in the physical imple-

mentation of master/slave Chua’s oscillator synchronization with adaptive parameter update law

for L̃. The parts of the circuit constructed using two identical, dual layer printed circuit boards

(PCBs), which utilize surface-mount technology (SMT) components, are highlighted in Figure 4.2.

The remaining circuitry is built using solderless breadboards with through-hole (THL) components.

The custom PCBs of the master/slave system are connected to a data acquisition device, two analog

oscilloscopes, and a regulated ±9V power supply. Specifically, we used Measurement Computing’s

USB-1608G data acquisition device, which is sampled at 62.5 kHz to collect the experimental data.

Since USB-1608G can simultaneously sample only four signals at 62.5 kHz, we run each experiment

twice. In the first experimental run, we use USB-1608G in differential mode to acquire ṼQ − VQ,

ṽ2−v2, ṽ1−v1, and Vc−GND to examine synchronization between the master/slave system. In the

second experimental run, we use USB-1608G to acquire v2, VQ, ṽ2, ṼQ signals for parameter esti-

mation. Photographic images of the experimental setup are shown in Figure 4.4. To test this setup

for different parameter values of the master/slave system, we can simply vary the resistances (e.g.,

Rim, i = 1, 2, 3) on the solderless breadboards. The components that remain constant for all cases

are listed in Table 4.1. Note that, we use the shorthand notation || and + for components connected

in parallel and series, respectively. When appropriate, the setup is placed inside a grounded metal

housing to eliminate electromagnetic interference (EMI).
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(a)

(b)

(c)

Figure 4.4: Experimental setup: (a) close up of circuitry and data acquisition device, (b) full setup
when switch SW1 is closed, and (c) full setup when switch SW1 is open.



Chapter 5

Experimental, SPICE, and

MATLAB Results

5.1 Experimental Results

This research is concerned with an experimental implementation of adaptive parameter tuning in the

context of synchronization of analog Chua’s oscillators. To illustrate our ability to tune parameter

L̃ to match L, we provide results from four experiments, each using a different value of L. To

change L, we only modify R2m according to (4.9). Experiments 1–3 are designed to demonstrate

the performance of the adaptive controller when the Chua’s oscillator is chaotic. As the value of L

is changed in each experiment, to ensure that the resulting circuit remains chaotic, we must also

change R0. Thus, following (4.15), any change in R0 also necessitates corresponding changes in

Ri and Rf . Moreover, for the slave Chua’s oscillator, we select R̃2m and R̃0 resistor values to be

same as the ones for the master Chua’s oscillator, i.e., R̃2m = R2m and R̃0 = R0. Experiment 4 is

performed to demonstrate the performance of the adaptive controller when the Chua’s oscillator is

periodic, hence only R2m and R̃2m are changed. The resistor components selected for Experiments

1–4 are listed in Tables 5.1–5.4, respectively.

To quantify how well the master/slave system synchronizes, we use the 2-norm of [eiL , ev2 , ev1 ]T

as our measure, (enorm , ||[eiLev2ev1 ]T||), and observe its evolution over time. Using the signals ĩL

and ṽ2 we estimate L̃ and R̃0 (L̃est, R̃0est) with a sliding window least square algorithm. Similarly,

using signals iL and v2 we estimate L and R0 (Lest, R0est). Comparing these estimates allows

us to examine how well L̃ converges to L. The transient experimental data of Experiments 1–4

is displayed in Figures 5.1–5.4, respectively, each divided into parts (a)–(e). The vertical bars

in Figures 5.1(b)–5.4(b) indicate when SW1 is opened so that Vc switches from a zero value to

a non-zero value, which can be used to indicate the initiation of adaptation. No vertical bar is

seen in Figures 5.1(c)–5.4(c) because in this case Vc is not being measured explicitly and thus we

are unable to pin-point the exact instance when SW1 is opened for the second experimental run.

18
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Note that, each point on Figures 5.1(c)–5.4(c) represents a least square estimate of a window of 50

samples and the x-axis indicates the time when the leading sample is taken. Figures 5.1(d)–5.4(d)

and Figures 5.1(e)–5.4(e) re-plot the last 10 ms of Figures 5.1(b)–5.4(b) and Figures 5.1(c)–5.4(c),

respectively, to better visualize the steady-state results. The average of each signal (except Vc) in

sections (d) and (e) is listed in Tables 5.1–5.4.
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Table 5.1: Experiment 1

R2m = 2.2 kΩ + (100 Ω || 100 Ω) (0.1 % each ) THL L = 40.5 mH according to (4.9)

R̃2m = 2.2 kΩ + (100 Ω || 100 Ω) (0.1 % each ) THL Lest = 50.8 mH (average)

Ri = 2.2 kΩ || 2.2 kΩ (0.1 % each ) THL L̃est = 51.8 mH (average)
Rf = 220 Ω (0.1 % each ) THL enorm = 1.57× 10−2 (average)
R0 = 100 Ω + 100 Ω (0.1 % each ) THL ≈ 200 Ω R0est = 225.54 Ω (average)

R̃0 = 100 Ω + 100 Ω (0.1 % each ) THL ≈ 200 Ω R̃0est = 225.64 Ω (average)
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Figure 5.1: Experiment 1
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Table 5.2: Experiment 2

R2m = 1 kΩ + 1 kΩ (0.1 % each ) THL L = 36.0 mH according to (4.9)

R̃2m = 1 kΩ + 1 kΩ (0.1 % each ) THL Lest = 45.2 mH (average)

Ri = 1 kΩ || 2.2 kΩ (0.1 % each ) THL L̃est = 46.3 mH (average)
Rf = 220 Ω + 220 Ω (0.1 % each ) THL enorm = 1.51× 10−2 (average)
R0 = (220 Ω || 220 Ω) + (100 Ω || 100 Ω) (0.1 % each ) THL ≈ 160 Ω R0est = 186.23 Ω (average)

R̃0 = (220 Ω || 220 Ω) + (100 Ω || 100 Ω) (0.1 % each ) THL ≈ 160 Ω R̃0est = 186.06 Ω (average)
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Figure 5.2: Experiment 2
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Table 5.3: Experiment 3

R2m = 1 kΩ + (1 kΩ || 1 kΩ) (0.1 % each ) THL L = 27.0 mH according to (4.9)

R̃2m = 1 kΩ + (1 kΩ || 1 kΩ) (0.1 % each ) THL Lest = 34.1 mH (average)

Ri = 1 kΩ + 100 Ω + 100 Ω (0.1 % each ) THL L̃est = 32.8 mH (average)
Rf = 100 Ω (0.1 %) THL enorm = 1.49× 10−2 (average)
R0 = 1 kΩ || 1 kΩ || 100 Ω (0.1 % each ) THL ≈ 83.333 Ω R0est = 114.33 Ω (average)

R̃0 = 1 kΩ || 1 kΩ || 100 Ω (0.1 % each ) THL ≈ 83.333 Ω R̃0est = 117.35 Ω (average)
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Figure 5.3: Experiment 3
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Table 5.4: Experiment 4

R2m = (1 kΩ + 3.3 kΩ) || 2.2 kΩ (0.1 % each ) THL L = 26.2 mH according to (4.9)

R̃2m = (1 kΩ + 3.3 kΩ) || 2.2 k Ω (0.1 % each ) THL Lest = 33.1 mH (average)

Ri = 1 kΩ + 100 Ω + 100 Ω (0.1 % each ) THL L̃est = 32.5 mH (average)
Rf = 100 Ω (0.1 %) THL enorm = 1.11× 10−2 (average)
R0 = 1 kΩ || 1 kΩ || 100 Ω (0.1 % each ) THL ≈ 83.333 Ω R0est = 103.53 Ω (average)

R̃0 = 1 kΩ || 1 kΩ || 100 Ω (0.1 % each ) THL ≈ 83.333 Ω R̃0est = 107.30 Ω (average)
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Figure 5.4: Experiment 4
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5.2 SPICE Simulation Results

SPICE simulations of the experiment are done to compare with experimental results and to ex-

amine the influence of noise and unmodeled parasitic effects on the experimental results. Hence,

we develop a SPICE simulation model containing the various non-ideal behaviors of components

such that the simulation model closely replicates the experimental system (see Figure A.1). This

includes extracting the signals iL and ĩL by measuring the voltages at nodes Q and Q̃ in the SPICE

simulation as opposed to directly extracting the iL and ĩL. The SPICE simulator TINA-TI V9

[TexasInstruments, 2008] is chosen because of the capability of its numerical solver to optimize its

tolerance parameters for convergence. As shown in Figure 4.2, the physical experiment uses three

distinct integrated circuits (ICs), the AD844, the AD633, and the TL082. High fidelity SPICE

Macro-Models [AnalogDevices, 2013a,b; TexasInstruments, 2013] of each IC are used in the SPICE

simulations. Similarly, the JFET used in the experiment, the 2N3819, is modeled in TINA-TI V9

using the Sckickman-Hodges model with specific parameters for the 2N3819 already embedded in the

software. Simulations are run using the order 2 trapezoidal integration method. SPICE Simulations

1 and 2 have different initial conditions and adaptive parameter update initiation times from SPICE

Simulations 3 and 4. SPICE Simulations 1 and 2 initial conditions are set to −0.6 V and 0.6 V for

v2 and ṽ2, respectively, with an adaptive parameter update initiation time starting at 25 ms. SPICE

Simulations 3 and 4 initial conditions are set to −9 V and 9 V for v2 and ṽ2, respectively, with an

adaptive parameter update initiation time starting at 60ms. Different initial conditions and times

to switch SW1 are selected to replicate orbits from the experiment and the time it takes to reach

those orbits. Since the AD633 Z input is tuned manually in the experiment, the distinct differences

between the schematic in Figure 4.2 and the SPICE model is that the AD633 input terminal Z has

a direct −5 mV source connected to it as opposed to the wiper of the potentiometer RZ2 as in

Figure 4.2.

Two types of simulations are performed. The first type of simulations use the ideal values of

the passive components of Experiments 1 and 4 (SPICE Simulations 1 and 3). The second type of

simulations use the ideal values of the passive components of Experiments 1 and 4 for the master

Chua’s oscillator and numerical values of passive components in the slave Chua’s oscillator and

adaptive controller are increased by their respective tolerances (SPICE Simulations 2 and 4). Note

that, in SPICE Simulations 3 and 4, to replicate the same periodic behavior as in Experiment 4, the

ideal values of R2m and R̃2m are changed to 1.3 kΩ. Results are displayed similar to Section 4.3 in

Tables 5.5–5.8 and Figures 5.5–5.8.
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Table 5.5: SPICE Simulation 1

R2m = 2.25 kΩ L = 40.5 mH according to (4.9)

R̃2m = 2.25 kΩ Lest = 45.4 mH (average)

Ri = 1.1 kΩ L̃est = 45.4 mH (average)
Rf = 220 Ω enorm = 1.6× 10−3 (average)
R0 = 200 Ω R0est = 202.42 Ω (average)

R̃0 = 200 Ω R̃0est = 202.46 Ω (average)
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Figure 5.5: SPICE Simulation 1
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Table 5.6: SPICE Simulation 2

R2m = 2.25 kΩ L = 40.5 mH according to (4.9)

R̃2m = 2.25225 kΩ Lest = 45.4 mH (average)

Ri = 1.1011 kΩ L̃est = 45.3 mH (average)
Rf = 220.22 Ω enorm = 1.8× 10−3 (average)
R0 = 200 Ω R0est = 202.89 Ω (average)

R̃0 = 200.2 Ω R̃0est = 202.84 Ω (average)
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Figure 5.6: SPICE Simulation 2
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Table 5.7: SPICE Simulation 3

R2m = 1.3 kΩ L = 23.4 mH according to (4.9)

R̃2m = 1.3 kΩ Lest = 26.8 mH (average)

Ri = 1.2 kΩ L̃est = 26.8 mH (average)
Rf = 100 Ω enorm = 10−3 (average)
R0 = 83.33 Ω R0est = 85.78 Ω (average)

R̃0 = 83.33 Ω R̃0est = 85.92 Ω (average)
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Figure 5.7: SPICE Simulation 3
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Table 5.8: SPICE Simulation 4

R2m = 1.3 kΩ L = 23.4 mH according to (4.9)

R̃2m = 1.3013 kΩ Lest = 26.8 mH (average)

Ri = 1.2012 kΩ L̃est = 26.7 mH (average)
Rf = 100.1 Ω enorm = 9.72× 10−4 (average)
R0 = 83.33 Ω R0est = 85.82 Ω (average)

R̃0 = 83.4167 Ω R̃0est = 85.60 Ω (average)
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Figure 5.8: SPICE Simulation 4
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5.3 MATLAB Simulation Results

Four sets of MATLAB-Simulink simulations are run to map the performance of the adaptive control

laws derived in Sections 3.1 and 3.2 as a function of the behavior of the master Chua’s oscillator

which changes from chaotic to equilibrium behavior. Each set of simulations is run 1,000 times for

1,000 different values of C1 ranging from 10 nF to 13 nF. With each change in the C1 value, the

simulation result for the master Chua’s attractor also changes. Details of the MATLAB-Simulink

simulations are described in Appendix B. To illustrate the change in the master Chua’s attractor

with the change in the value of C1, Figure 5.9 provides the bifurcation diagram for the master Chua’s

oscillator for the 1,000 values of C1. The first two sets of simulations, namely, MATLAB Simulations

1 and 2, implement the adaptive control laws of Section 3.1 and 3.2, respectively. To capture the

impact of component tolerances, the next two sets of simulations, namely, MATLAB Simulations

3 and 4, implement the adaptive control laws of Section 3.1 and 3.2, respectively, with the slave

Chua’s oscillator parameters increased by 0.1% (not including C1) .

The common setup for all simulations is as follows: simulations are run by using the Runge-

Kutta 4th order numerical solver with a fixed step-size of 10 microseconds for a simulation time of

two seconds. The initial conditions are selected to be v1(0) = 1, v2(0) = 0, iL(0) = 0, ṽ1(0) = 2,

ṽ2(0) = 0, and ĩL(0) = 0. Since it takes time for the master Chua’s oscillator to evolve from the

initial condition to reach the attractor corresponding to the chosen C1 value, the parameter update

law is activated only after 0.5 seconds into the simulation. The parameters used in simulations

are listed in Table 5.9. Figure 5.10–5.13 show the simulation results for MATLAB Simulations 1–4.

Figures 5.10–5.11 use three measures to examine the performance of the adaptive controller. The

first performance measure is the error eρ(t = 2) and eπ(t = 2), that is the parameter error after two

seconds of simulation time. The second performance measure is enorm(t = 2), that is the norm of

the error state vector after two seconds of simulation time. Finally, the third performance measure

is the settling time (tst), that is the time it takes the slave oscillator’s adaptive parameter to reach

within 10% of the master’s corresponding fixed parameter. Figure 5.12–5.13 use the same measures

except eρ, eπ, and enorm are averaged over the last 10 ms of simulation time. Unlike the ideal

simulations (MATLAB Simulations 1 and 2) which converge exponentially, MATLAB Simulations

3 and 4 behave as in Parlitz and Kocarev [1996] where the adaptive parameter oscillates around a

value slightly offset from the ideal.

Table 5.9: MATLAB Simulation Parameters

Common Parameters MATLAB Simulations 1 and 3 MATLAB Simulations 2 and 4

G = G̃ =1/1700 S γ = 5× 107 η = 1013

R0 = R̃0 =13 Ω C2 = C̃2 = 100 nF L = L̃ = 18 mH
Ga = −0.40909 mS L = 18 mH C2 = 100 nF

Gb = −0.75758 mS L̃(0) = 10 mH C̃2(0) = 80 nF
E1 =1.1739 V
Gu1 = 1/500 S
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Figure 5.10: MATLAB Simulation 1: Adapting for L̃

Figure 5.11: MATLAB Simulation 2: Adapting for C̃2
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Figure 5.12: MATLAB Simulation 3: Adapting for L̃ with tolerances.

Figure 5.13: MATLAB Simulation 4: Adapting for C̃2 with tolerances.

5.4 Discussion

We begin by comparing Experiment 1, SPICE Simulation 1, and SPICE Simulation 2. The experi-

ment and simulations each use the same adaptive controller. Two differences are observed between

the experiment and simulation. First, we contrast the fluctuation in R0 (and R̃0) for the experiment

versus simulation. In each case, we use R0 = R̃0 =200 Ω. However, the least square estimates yield
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R0est
∼= R̃0est

∼= 226 Ω for the experiment, R0est
∼= R̃0est

∼= 202 Ω for SPICE Simulation 1, and

R0est = R̃0est
∼= 203 Ω for SPICE Simulation 2. The large deviation in the resistance estimates for

the experimental data can be ascribed to the unmodeled parasitic effects of the inductor-gyrator.

For more details on the parasitic effects arising due to CFOA see [Kacar and Kuntman, 2011]. Sec-

ond, the ideal value of L using (4.9), resulting from the ideal CFOA model, can be shown to be 40.5

mH. However, the least square estimates yield Lest = 50.8 mH for the experiment and Lest = 45.4

mH for SPICE Simulations 1 and 2. Once again, the differences in the least square estimates of L

vis-à-vis the ideal L can be ascribed to the parasitic effects neglected by the ideal model.

Next, note that in SPICE Simulation 1, the least square estimates of L and L̃ are virtually the

same, indicating convergence of adaptive parameter to the actual parameter value. In contrast,

in the case of the experimental data and SPICE Simulation 2 data, the least square estimates

of L̃ are offset from the estimate of L by approximately 1 mH in Experiment 1 and 0.1 mH in

SPICE Simulation 2. In a simulation study of adaptive synchronization of Chua’s oscillators with a

mismatched parameter, Parlitz and Kocarev [1996] similarly observed that the adaptive parameter

converges to a value slightly offset from the desired value.

Experiment 4, SPICE Simulation 3, and SPICE Simulation 4 are comparable to Experiment 1,

SPICE Simulation 1, and SPICE Simulation 2, respectively. However in the case of Experiment 4,

SPICE Simulation 3, and SPICE Simulation 4, the master Chua’s attractor is purposefully designed

to yield simple oscillations instead of chaotic oscillations. That is, in this case the conditions for PE

are no longer met according to Lian et al. [2002]. Note that, in this case, Theorem 1 guarantees state

synchronization and parameter convergence to some constant. However, since the series connection

of R0 and L (alternatively R̃0 and L̃) is a first order system and ev2 and eiL converge to zero, it

follows that limt→∞ L̃(t)→ L.

Next, we contrast the results of MATLAB Simulations 1–4. Note that MATLAB Simulations 1

and 2 correspond to the ideal case and if these are allowed to run for longer than two seconds, the

values for enorm, eπ, eρ will asymptomatically decrease to zero. In contrast, MATLAB Simulations

3 and 4 demonstrate the behavior observed in Experiment 1 and SPICE Simulation 2 wherein the

adaptive parameter continues to oscillate around a value that has a slight offset from the actual

parameter value. In MATLAB Simulations 1–4, we note that as C1 changes the trend for the

measure tst is the same for all simulations. As C1 changes from 1 nF to 1.3 nF the master Chua’s

circuit goes from chaos to equilibrium. Note the large spikes on enorm at around C1 = 12.32 nF.

These spikes are due to the fact that in this small range of C1 the Chua’s oscillator is approaching

equilibrium very slowly in which the 2 second simulation time is not enough for the master Chua’s

oscillator to reach its steady state behavior. The only time enorm reaches close to zero is when the

Chua’s attractor is in equilibrium, which is when C1 goes above 12.33 nF. At equilibrium, the energy

storing components no longer have a long term effect on the system and the inductor functionally

behaves as a short and the capacitors behave as open. In this mode, the adaptive parameters do

not converge to any particular value but stay the same. Note that, this would not be the case for

adapting resistive parameters such as R0.

Consider that the mismatched parameters are R0 and R̃0. In this case, new error dynamics can



CHAPTER 5. EXPERIMENTAL, SPICE, AND MATLAB RESULTS 34

be derived as in (3.2) and (3.18). Next, using the same Lyapunov-based technique as in Chapter 3

with a candidate Lyapunov function

V (ev1 , ev2 , eiL , eρ) =
C1

4
e2
v1 +

C2

2
e2
v2 +

L

2
e2
iL +

1

2ψ
e2
φ, (5.1)

where eφ = R̃0 − R0, we can achieve a similar stability result by using controller (3.3), applying

condition (3.5), and using the parameter update law

d

dt

(
R̃0

)
= ψeiL

(
ĩL

)
, (5.2)

where ψ is a positive constant. For this case, we will have parameter matching of R0 and R̃0 even in

the DC case. Assume that we have full control of C1 to change the master Chua’s oscillator behavior

and have a mismatch of one resistive parameter and one energy storing parameters (such as R̃0 6= R0

and L̃ 6= L). In this case, we suggest the following adaptive parameter tuning methodology.

1. Set C1 to bring the master Chua’s oscillator to a steady state.

2. Adapt R̃0 until parameter converges.

3. Stop adapting R̃0. Change C1 to bring the master Chua’s oscillator to a bounded orbit.

4. Adapt L̃ until parameter converges.

This algorithm is applied in a MATLAB simulation for the case when L = 0.018 mH, L̃(t = 0) =0.010

mH, R0 = 13 Ω, R̃0(t = 0) = 10 Ω. During step (1) C1 is set to 13 nF @ t = 0 s. Step (2) is

initiated @ t = 0.5 s, for step (3) C1 is set to 10 nF @ t = 2 s, and step (4) is initiated @ t = 2.5 s.

Results are shown in Figure 5.14, which displays the state iL of the master Chua’s oscillator, and

parameters L, L̃, R0, and R̃0.

0 0.5 1 1.5 2 2.5 3 3.5 4
−4

−2

0

2

4
x 10

−3

i L
(A

)

0 0.5 1 1.5 2 2.5 3 3.5 4
0.005

0.01

0.015

0.02

In
d
u
ct
a
n
ce

(H
)

 

 

L̃ converges ↑

L̃

L

0 0.5 1 1.5 2 2.5 3 3.5 4
9

10

11

12

13

t (seconds)

R
es
is
ta
n
ce

(Ω
)

 

 

↑
R̃0 converges

R̃0

R0

Figure 5.14: Demonstration of four step tunning methodology.



Chapter 6

Conclusion

In this research, we presented two adaptive controllers that are designed to match a parameter (L or

C2) in two Chua’s circuits with the presence of PE. We implemented one of the adaptive controllers

using analog circuitry. To our knowledge, this is the first instance of adaptive synchronization with

parameter matching wherein the Chua’s oscillators and adaptive controller are realized using analog

circuits. We have also shown SPICE simulations analogous to our experimental results. Furthermore

we tested our two adaptive controllers over many conditions of the Chua’s oscillator in MATLAB.

Our results show that the adaptive controller achieves parameter matching while the system is

chaotic, but also when the system is a simple oscillator (and does not fulfill the qualities of PE).

Finally we outlined conditions under which parameter matching can be achieved even when the

master Chua’s oscillator is at equilibrium.
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Appendix A

TINA-TI SPICE Simulation 1

Schematic

Figure A.1: TINA-TI Schematic of SPICE Simulation 1.

36



Appendix B

MATLAB-Simulink Simulation

B.1 MATLAB-Simulink

The MATLAB-Simulink simulations mentioned in Section 5.3 are described below, we will use MAT-

LAB Simulation 2 as our example. A MATLAB script (“Run.m”) sweeps through a certain number

of values of parameter C1, and calls a Simulink model (“Adapte Synch C2 IdealChua.mdl”) for ev-

ery value of C1. The Simulink model returns the necessary data back to the MATLAB script which

is saved in a .MAT file. The results of 1,000 simulations are generated by distributing the task

between four computers. The sections below will show the MATLAB files and Simulink models used

to generate the data for MATLAB Simulation 2.

B.1.1 Run.m

%*************************C2 Tuning******************************
clc

clear

close all

Adapt Synch C2 prep

figure (1);

xlabel('C1')

ylabel('eC2')

hold on

figure (2);

xlabel('C1')

ylabel('e norm')

hold on

figure (3);

xlabel('C1')

ylabel('t st')

37
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hold on

C2 = 100*10ˆ(−9);

%stepsize = 0.00001;

%time is 1 second

C1inc = 0.7500;

PCnum = 1;

C1 min = (10+C1inc*(PCnum−1))*10ˆ(−9);
C1 max = (10+C1inc*PCnum)*10ˆ(−9);
K = 250;

i d = 1;

time = 2;

stepsize = 0.00001;

eLVec = zeros(K,1);

C1vec = zeros(K,1);

eVec = zeros(K,1);

tsVec = zeros(K,1);

for k = 1:K

C1 = C1 min + (k−1)*(C1 max−C1 min)/(K−1);
C1vec(k) = C1;

[T2,X2, Y2] = sim('Adapt Synch C2 IdealChua');

eC2 = abs(Y2(end,4)−C2);
eC2Vec(k) = eC2;

e = norm(Y2(end,1:3),2);

eVec(k) = e;

I = find(abs((Y2(:,4)−C2))./C2 < 0.1,1,'first');

if isempty(I)

I = length(T2);

end

tsVec(k) = T2(I);

figure(1)

plot(C1,eC2,'.','MarkerSize',5,'Color','red')

figure (2)

plot(C1,e,'.','MarkerSize',5,'Color','blue')

figure (3)

plot(C1,T2(I),'.','MarkerSize',5,'Color','blue')

end

save('eC2Vec','eC2Vec') % the normalized perportion of Lhat final, to L

save('C1vec','C1vec') % the values of L used

save('eVec','eVec') %the normalized value of the e x, e y and e z

save('tsVec','tsVec')%the time it took for Lhat to reach settling time 1%
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Adaptive Synchronization:
System: Ideal
Parameter: C2
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Figure B.1: Simulink model Adapte Synch C2 IdealChua.mdl.
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B.3 Slave Chua’s Oscillator
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B.3.2 Chua Diode

%ChuaDiode.m

function o = ChuaDiode(i)

x = i(1);

Ga = i(2);

Gb = i(3);

Gc = i(4);

Emax = i(5);

Emin = i(6);

if abs(x) < Emin

o = x*Ga;

elseif abs(x) >= Emin

o = x*Gb;

if x > 0

o = o + Emin*(Ga−Gb);
else

o = o + Emin*(Gb−Ga);
end

end

%end ChuaDiode.m

B.4 Bifurcation

B.4.1 BifurcationAnalysis.m

%BifurcationAnalysis.m

%This code generates data necessary for the file BifurcationPlot.m

%to create a bifurcation diagram for the Chua's oscillator by sweeping the

%parameter C1 and collecting all the points that pass through plain Sigma,

%which intersects the system's equilibrium points.

%Note: This file is meant to be copied between four PCs to distribute

%the computational load. The variable PCnum indicates which portion of the

%bifurcation data to generate.

clc

clear all

close all

Chua prep %loads the prep file for Chua.mdl

figure (1)

hold on

%stepsize = 0.00001;

%time is 1 second;
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C1inc = 0.7500;

PCnum = 1; %Change PC number accordingly [1−4]

C1 min = (10+C1inc*(PCnum−1))*10ˆ(−9);
C1 max = (10+C1inc*PCnum)*10ˆ(−9);
K = 250;

%Allocating Memory

Data = zeros((1/stepsize) + 2 ,K*2);

C1vec = zeros(K,1);

for k = 1:K

C1 = C1 min + (k−1)*(C1 max−C1 min)/(K−1); %Change C1 value

C1vec(k) = C1;

[T,X,Y]= sim('Chua'); %run Simulink simulation

Data(:,(k*2−1):k*2) = Y; %Save the necessary data from Simulink

% Hint: m = y/z b = 0

% y = −0.017773051800091
% z = 0.001367157830776

l Y = length(Y);

%Index of the last 10% of points that intersect the plane Sigma

I = find(Y(floor(l Y*0.9):end,2)>0)+floor(l Y*0.9)−1;
l I = length(I);

plot(C1*ones(l I,1),Y(I,1),'.') %Plot to see progress.

end

save('Data','Data')

save('C1vec','C1vec')

BifurcationPlot

hold off
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B.4.2 Simulink Diagram Called by BifurcationAnalysis.m
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